POLYNOMIAL–EXPONENTIAL EQUATIONS AND LINEAR RECURRENCES

Clemens Fuchs

Abstract. Let $K$ be an algebraic number field and let $(G_n)$ be a linear recurring sequence defined by $G_n = \lambda_1 \alpha_1^n + P_2(n) \alpha_2^n + \cdots + P_t(n) \alpha_t^n$, where $\lambda_1, \alpha_1, \ldots, \alpha_t$ are non-zero elements of $K$ and where $P_i(x) \in K[x]$ for $i = 2, \ldots, t$. Furthermore let $f(z, x) \in K[z, x]$ monic in $x$. In this paper we want to study the polynomial–exponential Diophantine equation $f(G_n, x) = 0$. We want to use a quantitative version of W. M. Schmidt’s Subspace Theorem (due to J.-H. Evertse [8]) to calculate an upper bound for the number of solutions $(n, x)$ under some additional assumptions.
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1. Introduction

Let $A_1, A_2, \ldots, A_k$ and $G_0, G_1, \ldots, G_{k-1}$ be algebraic numbers over the rationals and let $(G_n)$ be a $k$-th order linear recurring sequence given by

$$G_n = A_1 G_{n-1} + \cdots + A_k G_{n-k} \quad \text{for} \quad n = k, k+1, \ldots.$$

Let $\alpha_1, \alpha_2, \ldots, \alpha_t$ be the distinct roots of the corresponding characteristic polynomial

$$X^k = A_1 X^{k-1} - \cdots - A_k.$$

Then for $n \geq 0$

$$G_n = P_1(n) \alpha_1^n + P_2(n) \alpha_2^n + \cdots + P_t(n) \alpha_t^n,$$

where $P_i(n)$ is a polynomial with degree less than the multiplicity of $\alpha_i$; the coefficients of $P_i(n)$ are elements of the field: $\mathbb{Q}(G_0, \ldots, G_{k-1}, A_1, A_2, \ldots, A_k, \alpha_1, \ldots, \alpha_t)$. We shall be interested in linear recurring sequences $(G_n)$, where $G_n$ defined as in (3) for which $P_1(n)$ is a non-zero constant, $\lambda_1$ say. Thus

$$G_n = \lambda_1 \alpha_1^n + P_2(n) \alpha_2^n + \cdots + P_t(n) \alpha_t^n.$$
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The recurring sequence is called simple, if all characteristic roots are simple. \((G_n)\) is called nondegenerate, if no quotient \(\alpha_i/\alpha_j\) for all \(1 \leq i < j \leq t\) is equal to a root of unity and degenerate otherwise. Observe that, even if \((G_n)\) is degenerate, there exists a positive integer \(d\) such that, \((G_{r+md})\) is nondegenerate or identically zero on each of the \(d\) arithmetic progressions with \(0 \leq r < d\). Therefore, restricting to nondegenerate recurring sequences causes no substantial loss of generality.

Let \(f(z, x)\) be a polynomial with algebraic coefficients, which is monic in \(x\). In the present paper we deal with the Diophantine equation

\[
f(G_n, x) = 0,
\]

which was earlier investigated by several authors in the special case \(f(z, x) = Ez^q - z, E \in \mathbb{Z}\setminus\{0\}\), which yields the Diophantine equation

\[
G_n = Ez^q, \quad E \in \mathbb{Z}\setminus\{0\}.
\]

A survey about this equation can be found in [9]. We cite here only those papers, which are of interest for us.

Let us mention that similar types of equations, namely

\[
f(x, y, \alpha^x) = 0 \quad \text{and} \quad f(x, y, \alpha^x, \beta^y) = 0,
\]

where \(f\) is a polynomial with complex coefficients and \(\alpha, \beta\) are non-zero complex numbers, were studied by Schmidt [22] and Ahlgren [1, 2]. They showed that these equations can have solutions with arbitrarily large values of \(|x|\) only in the case when \(f\) and \(\alpha, \beta\) are of a particularly simple form.

For a nondegenerate recurring sequence \((G_n)\) of order 2 induced by a (rational) integral recurrence, it has been proved, independently, by Pethő [14] and Shorey and Stewart [24] that for the solutions \(x \in \mathbb{Z}, |x| > 1\) and \(q \geq 2 \) of (6) \(\max(|x|, q, n)\) is bounded by an effectively computable constant depending only on \(E\) and the sequence \((G_n)\). Pethő [14] extended in fact this result to the equation \(G_n = bx^q\) with \(b \in S\), where \(S\) is a set of integers composed solely of a finite number of primes, provided that the coefficients of the defining difference equation of \(G_n\) are coprime integers.

Shorey and Stewart [24] proved the above finiteness result for certain recurring sequences of order \(> 2\). Let \((G_n)\) be an integral nondegenerate linear recurring sequence given by

\[
G_n = \lambda_1 \alpha^n + P_1(n)\alpha_2^n + \cdots + P_t(n)\alpha_t^n,
\]

where \(\lambda_1\) is a non-zero constant, \(|\alpha_1| > |\alpha_j|\) for \(j = 2, \ldots, t\), and \(G_n - \lambda_1 \alpha^n \neq 0\). Then assuming \(x, q > 1\) the solutions \(q\) of (6) can be bounded by an effectively computable constant which depends on \(E\) and the coefficients and initial values of the recurrence. Kiss [11] proved that, in fact, \(q\) is less than a number which is effectively computable in terms of the
greatest prime divisor of \( E \) and the coefficients and the initial values of the sequence \( (G_n) \).

Nemes and Pethő [12] studied the more general equation

\[
G_n = E x^r + T(x),
\]

where \( T(x) \) is a polynomial of degree \( r \) and of height \( H \) with integral coefficients. For fixed \( E \in \mathbb{Z} \) and \( T \) they established bounds for the integral solutions \( n, q, x \) with \( |x|, q > 1 \). Let \( (G_n) \) be defined as in (7) and assume

\[
|\alpha_1| > |\alpha_2| > |\alpha_j|, \quad \text{for} \quad j = 3, \ldots, l,
\]

with \( \alpha_2 \neq \pm 1 \). Nemes and Pethő showed that \( q < C_1 \) provided that \( n > C_2 \) and \( r < C_3 q \), where \( C_1, C_2 \) and \( C_3 \) are suitable positive numbers which are effectively computable in terms of \( E, H \) and the coefficients and initial values of the recurrence. For second order recurrences \( (G_n) \) with \( |A_n| = 1 \), Nemes and Pethő [13] characterized all polynomials \( P \) for which the equation \( G_n = P(x) \) has infinitely many solutions (see also [16]). Kiss [11] and Shorey and Stewart [25] dealt with equation (8) for nondegenerate linear recurring sequences \( (G_n) \) of arbitrary order, under condition (9) and the additional assumptions that \( d \) is the degree of \( \alpha_1 \) over \( \mathbb{Q}_\alpha \), \( \alpha_1 \) and \( \alpha_2 \) are multiplicatively independent and \( \alpha_2 \neq \pm 1 \). Then they showed that there are only finitely many integers \( n, x \) and \( q \) with \( n \geq 0, |x| > 1 \) and

\[
q > \max \left( \frac{d \log |\alpha_1|}{\log(|\alpha_1|/\max(1,|\alpha_2|))}, d + r \right)
\]

for which

\[
G_n = x^q + T(x)
\]

holds.

Recently Corvaja and Zannier [4] considered linear recurrences defined by

\[
G_n = a_1 \alpha_1^n + a_2 \alpha_2^n + \cdots + a_t \alpha_t^n,
\]

where \( t \geq 2, a_1, a_2, \ldots, a_t \) are non-zero rational numbers, \( \alpha_1 > \alpha_2 > \cdots > \alpha_t > 0 \) are integers. They used Schmidt’s Subspace Theorem [19], [21] to show that for every integer \( q \geq 2 \) the equation

\[
G_n = x^q
\]

has only finitely many solutions \( (n, x) \in \mathbb{N}^2 \) assuming that \( G_n \) is not identically a perfect \( q \)th power for any \( n \) in a suitable arithmetic progression. Tichy and the author [9] gave a quantitative version of the above result of Corvaja and Zannier.

Tichy and the author [9] also showed by combining their result with the previously mentioned result of Nemes and Pethő [12] that the following is true: Let \( (G_n) \) be a linear recurring sequence defined as above, such that
(for fixed $q \geq 2$) there is no $r \in \{0, \ldots, q - 1\}$ with $G_{mq+r}$ a perfect $q$th power for all $m \in \mathbb{N}$. Then the equation

$$G_n = x^r$$

has only finitely many integral solutions $n, x > 1, q$. The number of solutions can be bounded by an explicitly computable constant $C$ depending only on the recurrence.

Very recently, Pethő [17] used the above result of Corvaja and Zannier to show that there are only finitely many perfect powers in a third order linear recurring sequence $(G_n)$, if we assume that the characteristic polynomial of $(G_n)$ is irreducible and has a dominating root.

2. Results

Our main result is the generalization of the above quantitative result to the Diophantine equation $f(G_n, x) = 0$, where $(G_n)$ is defined by (4). This will generalize and quantify a very recent result due to Corvaja and Zannier [5] (cf. Remark 1).

**Theorem 1.** Let $K$ be an algebraic number field and let $(G_n)$ be a nondegenerate linear recurring sequence defined by

$$G_n = \lambda_1 \alpha_1^n + P_1(n) \alpha_2^n + \cdots + P_t(n) \alpha_t^n,$$

where $t \geq 2$, $\lambda_1$ is a non-zero element of $K$, $P_i(x) \in K[x]$ for all $i = 2, \ldots, t$ and where $\alpha_1, \ldots, \alpha_t$ are elements of $K$ with $1 \neq |\alpha_1| > |\alpha_j|$ for all $j = 2, \ldots, t$. Let $f(z, x) \in K[z, x]$ be monic in $x$ and suppose that there do not exist non-zero algebraic numbers $\beta_j$ and polynomials $d_j(n) \in \hat{K}[n]$ for $j = 1, \ldots, k$ such that

$$(11) \quad f \left( G_n, \sum_{j=1}^{k} d_j(n) \beta_j^n \right) = 0$$

for all $n$ in an arithmetic progression. Then the number of solutions $(n, x) \in \mathbb{N} \times K$ of the equation

$$f(G_n, x) = 0$$

is finite and can be bounded by an explicitly computable number $C$ depending on $f$ and on the coefficients and the initial values of the recurrence.

**Remark 1.** Corvaja and Zannier showed in [5], under the restriction that the recurrence is simple, that the assumption of $f(G_n, x) = 0$ having infinitely many solutions implies that there exist $d_j, \beta_j \in \hat{K}\setminus\{0\}, j = 1, \ldots, k$, and an arithmetic progression $\mathcal{P}$ such that

$$f \left( G_n, \sum_{j=1}^{k} d_j \beta_j^n \right) = 0, \quad \text{for } n \in \mathcal{P}.$$
Remark 2. Observe that one can effectively determine whether there do exist non-zero numbers $\beta_j \in \mathbb{K}$ and polynomials $d_j(n) \in \mathbb{K}[n]$ for $j = 1, \ldots, k$ such that (11) holds for all $n$ in an arithmetic progression or not (see [5]). The following example shows that this condition is necessary: let
\[ G_n = 18^n + 2 \cdot 6^n + 2^n, \]
and $f(z, x) = x^2 - z$. The coefficients and roots have the desired properties, but
\[ G_{2k} = (18^k + 2^k)^2, \]
so $f(G_{2k}, 18^k + 2^k) = 0$ for all $k \in \mathbb{N}$. Another much simpler example is obtained by taking $f(z, x) = x - z$.

Remark 3. We want to note that the above assumption (11) also means (for $k = 0$) that $f(z, 0) = 0$ does not hold identically or equivalently $x$ is not a divisor of $f(z, x)$. For example $f(z, x) = x - z \cdot x$, which yields solutions $(n, 0) \in \mathbb{N}^2$ for all $n \in \mathbb{N}$, is excluded.

Remark 4. Let us mention that the condition on the dominant root $\alpha_1$ is crucial. The proof of the theorem heavily depends on that assumption.

Remark 5. For simplicity we have introduced the condition that $f(z, x)$ is monic in $x$. There is no problem at all, if we assume that the leading coefficient of $f$ with respect to $x$ does not depend on $z$. Moreover, it is a well-known trick how to get rid of this assumption (with a corresponding modification of the theorem); namely we may replace $f(z, x)$ with the polynomial $a(z)^{d-1} f(z, x/a(z))$, where $a(z), d$ is the leading coefficient, the degree respectively of $f$ with respect to $x$.

Next we want to state some conclusion concerning special cases of the above result.

Corollary 1. Let $(G_n)$ be a nondegenerate linear recurring sequence defined by
\[ G_n = \lambda_1 \alpha_1^n + P_2(n) \alpha_2^n + \cdots + P_t(n) \alpha_t^n, \]
where $t \geq 2$, $\lambda_1$ is a non-zero rational number, $P_i(x) \in \mathbb{Q}[x]$ for all $i = 2, \ldots, t$ and where $\alpha_1, \ldots, \alpha_t$ are rational numbers with $1 \neq |\alpha_1| > |\alpha_j|$ for all $j = 2, \ldots, t$. Let $P(x) \in \mathbb{Q}[x]$ be monic and suppose that there do not exist non-zero algebraic numbers $\beta_j$ and polynomials $d_j(n) \in \mathbb{Q}[n]$ for $j = 1, \ldots, k$ such that
\[ G_n = P \left( \sum_{j=1}^{k} d_j(n) \beta_j^n \right) \]
for all $n$ in an arithmetic progression. Then the number of solutions $(n, x) \in \mathbb{N} \times \mathbb{Q}$ of the equation
\[ G_n = P(x) \]
is finite and can be bounded by an explicitly computable number $C$ depending on $P$ and on the coefficients and the initial values of the recurrence.

**Remark 6.** The above corollary is also true, if we assume $P(x) \in \mathbb{Q}(x)$, say $P(x) = f(x)/g(x)$, where $f(x)$ is a monic polynomial.

**Remark 7.** Also the classical case $P(x) = x^d$, concerning the number of perfect powers in the linear recurring sequence $(G_n)$ is included. So we get a generalization of the results stated in [9]. Observe that from [4] it follows that condition (12) is equivalent to the assumption that $G_n$ is not equal to a perfect $q$th power for all $n$ in an arithmetic progression (cf. also [29]).

Last we want to discuss some families of Diophantine equations related to the above types of equations.

**Corollary 2.** Let $(G_n)$ be an integral nondegenerate linear recurring sequence with (4), where $t \geq 2, \lambda_i$ is a non-zero element of $K = \mathbb{Q}(\alpha_1, \ldots, \alpha_t)$, $P_i(x) \in K[x]$ for all $i = 2, \ldots, t$ and where $\alpha_1, \ldots, \alpha_t$ are algebraic integers with $1 \neq |\alpha_1| > |\alpha_j|$ for all $j = 2, \ldots, t$. Furthermore, suppose that there do not exist non-zero numbers $\beta_j \in \bar{K}$ and polynomials $d_j(n) \in \bar{K}[n]$ for $j = 1, \ldots, k$ such that

$$G_n = \left( \sum_{j=1}^{k} d_j(n)\beta_j^q \right)^q$$

for all $n$ in an arithmetic progression and for given $q \geq 2$. Then the number of solutions $(n, x, q) \in \mathbb{N}^3$ with $n, x, q > 1$ of the equation

$$G_n = x^q$$

is finite and can be bounded by an explicitly computable number $C$ depending only on the coefficients and the initial values of the recurrence.

**Remark 8.** Observe that condition (13) can be verified effectively, because under the other assumptions one can calculate an upper bound for $q$ first. Then condition (13) must only be verified for $q$ smaller than this bound.

**Corollary 3.** Let $(G_n)$ be an integral nondegenerate linear recurring sequence with (4), where $t \geq 2, \lambda_i$ is a non-zero rational element of $K = \mathbb{Q}(\alpha_1, \ldots, \alpha_t)$, $P_i(x) \in K[x]$ for all $i = 2, \ldots, t$ and where $\alpha_1, \ldots, \alpha_t$ are algebraic integers with $1 \neq |\alpha_1| > |\alpha_2| > |\alpha_j|$ for all $j = 3, \ldots, t$ and $\alpha_1, \alpha_2$ multiplicatively independent. Let $\alpha_2 \neq \pm 1$ and let $T(x)$ be a polynomial with integer coefficients and degree $r$; we take $r = 0$ if $T(x)$ is the zero polynomial. Furthermore, suppose that there do not exist non-zero numbers $\beta_j \in \bar{K}$ and polynomials $d_j(n) \in \bar{K}[n]$ for $j = 1, \ldots, k$ such that

$$G_n = \left( \sum_{j=1}^{k} d_j(n)\beta_j^q \right)^q + T \left( \sum_{j=1}^{k} d_j(n)\beta_j^q \right)$$

is finite and can be bounded by an explicitly computable number $C$ depending on $P$ and on the coefficients and the initial values of the recurrence.
for all \( n \) in an arithmetic progression and for given \( q \geq 2 \). Then there are only finitely many integers \( n, x \) and \( q \) with \( n \geq 0, q \geq 1 \) and \( |x| > 1 \) for which

\[
G_n = x^q + T(x)
\]

holds.

3. Auxiliary Results

Our proof of Theorem 1 depends on a quantitative version of the Subspace Theorem due to J.-H. Evertse [8].

Let \( K \) be an algebraic number field. Denote its ring of integers by \( O_K \) and its collection of places by \( M_K \). For \( v \in M_K, x \in K \), we define the absolute value \( |x|_v \), by

(i) \( |x|_v = |\sigma(x)|^{1/[K:v]} \) if \( v \) corresponds to the embedding \( \sigma : K \rightarrow \mathbb{R} \);

(ii) \( |x|_v = |\sigma(x)|^{2/[K:v]} = |\bar{\sigma}(x)|^{2/[K:v]} \) if \( v \) corresponds to the pair of conjugate complex embedding \( \sigma, \bar{\sigma} : K \rightarrow \mathbb{C} \);

(iii) \( |x|_v = (N_v)^{-\text{ord}_v(x)} \) if \( v \) corresponds to the prime ideal \( \mathfrak{p} \) of \( O_K \).

Here \( N_v = \#(O_K/v) \) is the norm of \( \mathfrak{p} \) and \( \text{ord}_v(x) \) the exponent of \( \mathfrak{p} \) in the prime ideal decomposition of \( (x) \), with \( \text{ord}_v(0) := \infty \). In case (i) or (ii) we call \( v \) real infinite or complex infinite, respectively; in case (iii) we call \( v \) finite. These absolute values satisfy the Product formula

\[
\prod_{v \in M_K} |x|_v = 1 \quad \text{for } x \in K^*.
\]

The height of \( x = (x_1, \ldots, x_n) \in K^n \) with \( x \neq 0 \) is defined as follows: for \( v \in M_K \) put

\[
|x|_v = \left( \sum_{i=1}^{n} |x_i|_v^{2/[K:v]} \right)^{1/[2[K:v]} \quad \text{if } v \text{ is real infinite},
\]

\[
|x|_v = \left( \sum_{i=1}^{n} |x_i|_v^{2/[K:v]} \right)^{1/[2[K:v]} \quad \text{if } v \text{ is complex infinite},
\]

\[
|x|_v = \max(|x_1|_v, \ldots, |x_n|_v) \quad \text{if } v \text{ is finite}
\]

(note that for infinite places \( v \), \( |\cdot|_v \) is a power of the Euclidean norm). Now define

\[
\mathcal{H}(x) = \mathcal{H}(x_1, \ldots, x_n) = \prod_{v} |x|_v.
\]

For a linear form \( l(X) = a_1X_1 + \cdots + a_nX_n \) with algebraic coefficients we define \( \mathcal{H}(l) := \mathcal{H}(a) \), where \( a = (a_1, \ldots, a_n) \) and if \( a \in K^n \) then we put \( |l|_v = |a|_v \) for \( v \in M_K \). Further we define the number field \( K(l) := K(a_1/a_j, \ldots, a_n/a_j) \) for any \( j \) with \( a_j \neq 0 \); this is independent of the choice of \( j \).

We are now ready to state Evertse’s result [8]. The following notations are used:

- \( S \) is a finite set of places on \( K \) of cardinality \( s \) containing all infinite places;
- \{l_{1v}, \ldots, l_{nv}\}, v \in S are linearly independent sets of linear forms in \(n\) variables with algebraic coefficients such that
\[
\mathcal{H}(l_{1v}) \leq H, \quad [K(l_{1v} : K] \leq D \quad \text{for } v \in S, i = 1, \ldots, n.
\]

We choose for every place \(v \in M_K\) a continuation of \(\cdot |_v\) to the algebraic closure of \(K\) and denote this also by \(\cdot |_v\).

**Theorem 2. (Quantitative Subspace Theorem, Evertse)** Let \(0 < \delta < 1\) and consider the inequality for \(x \in K^n\).

\[
(16) \quad \prod_{v \in S} \prod_{i=1}^n \frac{|f_{iv}(x)|_v}{|x|_v} < \left( \prod_{v \in S} |\det(l_{1v}, \ldots, l_{nv})|_v \right) \cdot \mathcal{H}(x)^{-n-\delta}.
\]

Then the following assertions hold:

(i) There are proper linear subspaces \(T_1, \ldots, T_{t_1}\) of \(K^n\), with
\[
t_1 \leq (2^{60n^2} \cdot \delta^{-7n})^a \log 4D \cdot \log \log 4D
\]
such that every solution \(x \in K^n\) of (16) satisfying \(\mathcal{H}(x) \geq H\) belongs to \(T_1 \cup \cdots \cup T_{t_1}\).

(ii) There are proper linear subspaces \(S_1, \ldots, S_{t_2}\) of \(K^n\), with
\[
t_2 \leq (150n^4 \cdot \delta^{-1})^{n+1}(2 + \log \log 2H)
\]
such that every solution \(x \in K^n\) of (16) satisfying \(\mathcal{H}(x) < H\) belongs to \(S_1 \cup \cdots \cup S_{t_2}\).

We also need the following theorem of W. M. Schmidt [23] concerning the zero multiplicity of a nondegenerate recurring sequence.

**Theorem 3. (W. M. Schmidt)** Suppose that \((G_n)_{n \in \mathbb{Z}}\) is a nondegenerate linear recurring sequence of complex numbers, whose characteristic polynomial has \(k\) distinct roots of multiplicity \(\leq a\). Then the number of solutions \(n \in \mathbb{Z}\) of the equation
\[
G_n = 0,
\]
can be bounded by
\[
A(k, a) = e^{(\pi k^a)^a}.
\]
(This number of solutions is called the zero multiplicity of the recurrence.)

Finally, we need some results from the theory of algebraic functions fields, which can be found in the monographs of Eichler [7] and Iwasawa [10], namely the theory of Puiseux expansions.

Let \(K\) be an algebraic number field, which is generated over the field of rational numbers \(\mathbb{Q}\). We assume that \(f(x, y)\) is an absolutely irreducible polynomial in \(x\) and \(y\), with coefficients in the algebraic number field \(K\), that is \(f\) is irreducible over the algebraic closure \(\overline{K}\) of \(K\). We denote by \(F\) the field obtained by adjoining a root of \(f(x, y)\) to \(\overline{K}(x)\), the field of rational functions in \(x\) with coefficients in the algebraic closure of \(K\). Then \(F\) is an
algebraic function field over the algebraically closed field $\mathbb{K}$ of characteristic 0.

**Theorem 4. (Puiseux’s Theorem)** Let $F$ be an algebraic functions field over an algebraically closed field $\mathbb{K}$ of characteristic 0, given by $f(x,y) = 0$. For simplicity we suppose $f(x,y)$ to be monic in $y$. Let us denote by $n = [F : \mathbb{K}(x)]$ the degree of $F$ over $\mathbb{K}(x)$. Then with every element $\xi \in \mathbb{K}$ there are associated $r = r(\xi) \leq n$ natural number $e_i = e_i(\xi)$ whose sum is

$$e_1 + \cdots + e_r = n;$$

similar numbers $e_i(\infty)$ are associated with the symbol $\xi = \infty$. These numbers have the following meaning: Setting

$$z_\xi = x - \xi, \quad z_\infty = 1/x,$$

the irreducible equation $f(x,y) = 0$ satisfied by an arbitrary function $y$ of $F$ over $\mathbb{K}$ has for solutions the $r = r(\xi)$ power series

$$y_i = \sum_{k=0}^{\infty} a_{i,k} \left( e_i(\xi) \sqrt[n]{z_\xi} \right)^k, \quad a_{i,0} \neq 0, \quad i = 1, 2, \ldots, r(\xi).$$

With a primitive $e_i$th root of unity $\zeta$ form

$$y_{ij} = \sum_{k=0}^{\infty} a_{i,j,k} \zeta^k \left( e_i(\xi) \sqrt[n]{z_\xi} \right)^k, \quad j = 0, \ldots, e_i(\xi) - 1;$$

then the left side of $f(x,y) = 0$ is identical with

$$f(x,y) = \prod_{j,i} (y - y_{ij}).$$

The coefficients $a_{i,k}$ are elements of a finite field extension $\mathbb{K}'$ of $\mathbb{K}$, and their images under isomorphisms of $\mathbb{K}'$ give permutations of the $y_{ij}$ in (20). The power series have respective radii of convergence $\neq 0$.

Let us mention that the theory of Puiseux expansions is equivalent to the valuation theory. The numbers $e_i(\xi)$, $i = 1, \ldots, r(\xi)$ are called ramifications indices related to the place generated by $z_\xi = x - \xi$, respectively $z_\infty = 1/x$ in the rational function field $\mathbb{K}(x)$.

We also want to state an explicit form of the last theorem, which enables us to derive estimates for the coefficients of the Puiseux expansions of an algebraic function and which is due to Coates (cf. [3]).

We introduce the following notation first. If $\alpha$ is an algebraic number, then $\deg \alpha, \delta(\alpha), h(\alpha)$ denote respectively the degree of $\alpha$, the least positive rational integer such that $\delta(\alpha) \alpha$ is an algebraic integer, and the maximum of the absolute values of the conjugates of $\alpha$, and we put $\sigma(\alpha) = \max\{\deg \alpha, \delta(\alpha), h(\alpha)\}$. Let $f(x,y)$ be as above and let the maximum of the absolute values of the conjugates of the coefficients of $f(x,y)$ be at most $f$, 


where \( f \geq 2 \), and let \( f(x, y) \) have degree \( m \) and \( n \) in \( x \) and \( y \), respectively. Put \( N = \max\{n, m, 3\} \).

**Theorem 5. (Explicit Puiseux’s Theorem, Coates)** Let \( F \) be an algebraic functions field over an algebraically closed field \( \bar{K} \) of characteristic 0, given by \( f(x, y) = 0 \). Let \( \xi \in K \) and \( A_i \) (\( 1 \leq i \leq r = r(\xi) \)) be the valuations of \( F \) extending the valuation of \( \bar{K}(x) \) defined by \( x - \xi \), and let \( e_i \) be the ramification index of \( A_i \). We write
\[
y = \sum_{k=0}^{\infty} w_{ik}(x - \xi)^{k/e_i}
\]
for the Puiseux expansion of \( y \) at \( A_i \). Then the coefficients \( w_{ik} \) (\( 1 \leq i \leq r, k = 0, 1, \ldots \)) are algebraic numbers, and the number field \( K' \) obtained by adjoining \( \xi \) and these coefficients to \( K \) has degree at most \( (N \deg \xi)^N \) over \( K \). Further, \( K' \) is generated over \( K \) by \( \xi \) and \( w_{ik} \) (\( 1 \leq i \leq r, 0 \leq k \leq 2N^4 \)). Finally, there exists a positive rational integer \( \Delta \) such that \( \Delta^{k+1}w_{ik} \) \( (1 \leq k, k = 0, 1, \ldots) \) is an algebraic integer with
\[
\max\{\Delta^{k+1}, \Delta^{k+1}h(w_{ik})\} \leq \Lambda^{k+1},
\]
where \( \Lambda = (f(\xi))^\mu, \mu = (N^4 \deg \xi)^{3N^4} \).

Let \( Q_i \) (\( 1 \leq i \leq r(\infty) \)) be the valuations of \( F \) extending the valuation of \( \bar{K}(x) \) defined by \( 1/x \). Let \( e_i \) be the ramification index of \( Q_i \), and let
\[
y = \left( \frac{1}{x} \right)^{-m} \sum_{k=0}^{\infty} w_{ik} \left( \frac{1}{x} \right)^{k/e_i}
\]
be the expansion of \( y \) at \( Q_i \). Then the coefficients are algebraic numbers, and the number field \( K' \) obtained by adjoining them to \( K \) has degree at most \( N^N \) over \( K \). Further \( K' \) is generated over \( K \) by \( w_{ik} \) (\( 1 \leq i \leq r, 0 \leq k \leq 2N^4 \)). Finally, there exists a positive rational integer \( \Delta \) such that \( \Delta^{k+1}w_{ik} \) \( (1 \leq i \leq r, k = 0, 1, \ldots) \) is an algebraic integer with
\[
\max\{\Delta^{k+1}, \Delta^{k+1}h(w_{ik})\} \leq \Lambda^{k+1},
\]
where \( \Lambda = f^\mu, \mu = (N^4 \deg \xi)^{3N^4} \).

The value \( \Lambda \) is called the Eisenstein constant, due to Eisenstein who first proved the qualitative statement from above. Let us mention that improvements on the Eisenstein constant (at least in special cases) can be found in [20, 6].

We want to remark that the proof of the last theorem yields an algorithm for the actual determination of the coefficients of the Puiseux expansion of an algebraic function. In fact, for the proof one constructs polynomials \( p_i(w) \) with coefficients in the field obtained by adjoining the first \( i \) coefficients of the Puiseux expansion in question, such that the \((i+1)\)st coefficient is a root of \( p_i(w) \). From this sequence of polynomials everything follows (see [3]).
4. Proof of the Main Theorem

First of all we can assume that \( f(z, x) = 0 \) depends on \( z \) and \( x \), otherwise the assertion of our Theorem 1 would be trivially true. We can also suppose without loss of generality that \( f(z, x) \) is absolutely irreducible. Otherwise we can find a finite extension field \( L \) of \( K \) such that \( f(z, x) \) splits into a product of absolutely irreducible factors in \( L[z, x] \). Then we can proceed with each of those factors as below and sum up the number of solutions to get the final result. So let us denote by \( F \) the functions field obtained by adjoining a root of \( f(z, x) = 0 \) to \( \bar{K}(z) \), where \( \bar{K} \) denotes the algebraic closure of \( K \).

Moreover, we may assume that \( \alpha_1, \ldots, \alpha_t \) generate together a torsion-free multiplicative group. Because otherwise, if \( q \) is the order of the torsion in the multiplicative group generated by the roots, then for each \( r = 0, 1, \ldots, q - 1 \), the recurrences \( G_{nq+r} \) have roots generating a torsion-free group. Thus, we can proceed by considering each of these cases separately and sum up the resulting bounds. Observe that by the assumption that the characteristic roots are nondegenerate, the number of characteristic roots of \( G_{nq+r} \) is always \( \geq 2 \).

We work only in the case \( |\alpha_1| > 1 \) and consider the Puiseux expansion at \( z = \infty \) of the solution \( x = x(z) \) of \( f(z, x) = 0 \). The arguments in the case \( |\alpha_1| < 1 \) are completely analogous and use the expansion at \( z = 0 \).

In the sequel \( C_1, C_2, \ldots \) will denote positive numbers depending only on \( f(z, x) \) and on \( \lambda_1 \) and on the \( P_i, \alpha_i \).

According to Theorem 3 the number of solutions of (5) of the form \((n, 0)\), \( n \in \mathbb{N} \) can be estimated by

\[
C_2 = A(t, a) = e^{(7\epsilon)^{sew}},
\]

where \( a = \max\{\deg P_i | i = 2, \ldots, t\} \). Observe that this follows from the fact that \( (G_n) \) is nondegenerate. Consequently, we can restrict ourselves to solutions of the form \((n, x) \in \mathbb{N} \times K \) with \( x \neq 0 \). These solutions are denoted by \((n, x_n) \in \mathbb{N} \times K \) with \( n \in \Sigma \), where \( \Sigma \) is a set of positive integers.

Now by Puiseux’s Theorem 4 we can conclude that

\[
f(z, x) = \prod_{j, i} (x - x_{ij}),
\]

where

\[
x_{ij} = \sum_{k=v_i}^{\infty} a_{jk} \zeta^{ijk} \left( \frac{1}{z} \right)^{\frac{k}{p_i}},
\]

for \( j = 0, \ldots, e_t - 1, i = 1, 2, \ldots, r \) and where \( e_1, \ldots, e_r \) are the ramification indices of the valuations extending \( 1/z \) to the function field \( F \). Furthermore
by the Explicit Puiseux’s Theorem 5 we get that all coefficients lie in a fixed finite extension field $K'$ of $K$ and we have

$$h(a_{ik}C_j^k) \leq \Lambda^{k-w+1},$$

for $j = 0, \ldots, e_i - 1$, $i = 1, 2, \ldots, r$ and where $\Lambda$ denotes the Eisenstein constant. Therefore for each solution $(n, x_n)$ of (5) we get

$$x_n = \sum_{k=w}^{\infty} \beta_k G_n^{-\frac{k}{e}},$$

for some $w, e$ and $\beta_k$ with

$$|\beta_k| \leq \Lambda^{k-w+1}$$

for all $k = 1, 2, \ldots$, which lie in a fixed finite extension of $K$. In what follows we will only consider those $n$, lying in a subsequence $\mathcal{R} \subseteq \Sigma$, for which the same expansion occurs. The final number is just the sum of all numbers obtained by all those expansions.

Let us remark that for $n > C_3$ (which will be specified later) the above series converges absolutely; this is because

$$|G_n| = |\lambda_1 \alpha_1^n + \ldots + P_1(n) \alpha_1^n| = |\lambda_1||\alpha_1|^n \left[ 1 + \sum_{j=2}^{t} \frac{P_j(n)}{\lambda_1} \left( \frac{\alpha_j}{\alpha_1} \right)^n \right] \geq$$

$$\geq |\lambda_1||\alpha_1|^n \left[ 1 - \sum_{j=2}^{t} \left| \frac{P_j(n)}{\lambda_1} \right| \left| \frac{\alpha_j}{\alpha_1} \right|^n \right] \geq \left| \frac{\lambda_1}{2} \right| |\alpha_1|^n \to \infty,$$

because $|\alpha_1| > 1$. Thus

$$\sum_{k=w}^{\infty} |\beta_k||G_n|^{-k/e} \leq \sum_{k=w}^{\infty} \Lambda^{k-w+1} \left( \frac{|\lambda_1|}{2} ||\alpha_1|^n \right)^{-k/e} =$$

$$= \Lambda^{-w+1} \sum_{k=w}^{\infty} \left( \Lambda \left( \frac{|\lambda_1|}{2} |\alpha_1|^n \right)^{-1/e} \right)^k \leq 1/2 \text{ for } n > C_3$$

converges, if $n > C_3$ is satisfied.

Since $|\alpha_1| > |\alpha_i|$ for $i = 2, \ldots, t$, we have binomial expansions

$$G_n^{-\frac{k}{e}} = \lambda_1^{-\frac{k}{e}} \alpha_1^{-\frac{k}{e}} \left( 1 + \sum_{i=2}^{t} \frac{P_i(n)}{\lambda_1} \left( \frac{\alpha_i}{\alpha_1} \right)^n \right)^{-\frac{k}{e}} =$$

$$= \lambda_1^{-\frac{k}{e}} \alpha_1^{-\frac{k}{e}} \sum_{r=0}^{\infty} \left( -\frac{k}{e} \right) \left( \sum_{i=2}^{t} \frac{P_i(n)}{\lambda_1} \left( \frac{\alpha_i}{\alpha_1} \right)^n \right)^r,$$
for some choice of the $e^{th}$ roots of $\lambda_1$ and $\alpha_1$, which we may assume to be fixed for all $n \in \mathcal{R}$. Because of the fact that
\[
\left| \sum_{i=2}^{t} \frac{P_i(n)}{\lambda_1} \left( \frac{\alpha_i}{\alpha_1} \right)^n \right| \leq \frac{g}{|\lambda_1| |n^e c^n | < 1,
\]
where $c := \max\{|\alpha_j/\alpha_1| | j = 2, \ldots, t\}$ and $g$ is $t$ times the maximum of the absolute values of the coefficients of the $P_i$, $i = 2, \ldots, t$, if $n > C_3$, the expansion converges again absolutely for large $n$.

Next we are going to approximate $x_n$ by a finite sum extracted from the Puiseux expansion (23). We define
\[
H_n := \sum_{k=0}^{H} \frac{\beta_k \lambda_1^{k/2} \alpha_1^{-k/2}}{\alpha_1} \sum_{r=0}^{H} \left( -\frac{k}{c} \right)^r \left( \sum_{i=2}^{t} \frac{P_i(n)}{\lambda_1} \left( \frac{\alpha_i}{\alpha_1} \right)^n \right)^r,
\]
where $H \geq 1$ is an integer to be chosen later. We may write
\[
H_n = \sum_{j=1}^{h} \tau_j(n) \gamma_j^n, \quad n \in \mathcal{R},
\]
where the $\tau_j(n) \in \bar{K}[n]$ and the $\gamma_j$ are distinct and lie in the multiplicative group generated by $\alpha_1^{1/e}$ and $\alpha_2, \ldots, \alpha_t$. Clearly $H_n$ is nondegenerate, in fact the roots $\gamma_j$ again generate a torsion-free group. Moreover, we have
\[
h \leq C_4(H) := \left( \frac{t+H}{H} \right) (H + 1 - w),
\]
where $C_4(H)$ means that the constant depends also on $H$.

We enlarge $K$ at once and assume that it contains all the $\alpha_1^{1/e}$ and all the coefficients $\beta_j$ in the Puiseux series. In particular, we may assume that $K$ contains all the coefficients of $\tau_j$ and the $\gamma_j$.

Next we estimate the approximation error we make, when we approximate $x_n$ through $H_n$. We have
\[
|x_n - H_n| = \left| x_n - \sum_{k=0}^{H} \beta_k \lambda_1^{k/2} \alpha_1^{-k/2} \sum_{r=0}^{H} \left( -\frac{k}{c} \right)^r \left( \sum_{i=2}^{t} \frac{P_i(n)}{\lambda_1} \left( \frac{\alpha_i}{\alpha_1} \right)^n \right)^r \right| \leq
\]
\[
\frac{\sum_{k=0}^{H} \beta_k \lambda_1^{k/2} \alpha_1^{-k/2} \sum_{r=0}^{H} \left( -\frac{k}{c} \right)^r \left( \sum_{i=2}^{t} \frac{P_i(n)}{\lambda_1} \left( \frac{\alpha_i}{\alpha_1} \right)^n \right)^r}{=G_n^{k/2}}
\]
\[ \leq \sum_{k = w}^{H} \Lambda^{k - w + 1} |\lambda_1|^{-\frac{H}{e}} |\alpha_1|^{-\frac{\mathbb{H}}{e}} 2(H + 1)^{H + 1} \left[ \sum_{i = 2}^{t} \frac{P_i(n)}{\lambda_1} \left( \frac{\alpha_i}{\alpha_1} \right)^n \right]^{H + 1} + \sum_{k = H + 1}^{\infty} \Lambda^{k - w + 1} \left( \frac{|\lambda_1|}{2} |\alpha_1| \right)^{-k/e} \leq \]

\[ \leq \sum_{k = w}^{H} \Lambda^{k - w + 1} |\lambda_1|^{-\frac{H}{e}} |\alpha_1|^{-\frac{\mathbb{H}}{e}} 2(H + 1)^{H + 1} \left( \frac{g}{|\lambda_1|} n^a \tilde{c}^a \right)^{H + 1} + A^{-w + 1} \left( \Lambda \left( \frac{|\lambda_1|}{2} |\alpha_1| \right)^{-1/e} \right)^{H + 1} \leq \]

\[ \leq 2 \Lambda^{-w + 1} \lambda(H + 1)^{H + 1} g H^{H + 1} n^a(H + 1) |\alpha_1|^{-\frac{\mathbb{H}}{e}} \tilde{c}^a(H + 1), \]

where

\[ \lambda := \max \left\{ 1, |\lambda_1|^{-\frac{H}{e} - H - 1}, |\lambda_1|^{-\frac{\mathbb{H}}{e} - H - 1}, |\lambda_1|^{-\frac{H}{e} + 1} \right\} \]

and \( \tilde{c} := \max \{ c, |\alpha_1|^{-1/e} \} \). Observe that we have \( \tilde{c} < 1 \). Moreover, observe that we have used

\[ \left| \sum_{r = H + 1}^{\infty} \left( \frac{-H}{r} \right) z^r \right| \leq \]

\[ \leq \sum_{r = H + 1}^{\infty} \left| \frac{k}{e} \right| \left( 1 + \frac{|k|}{e} \right) \left( 1 + \frac{|k|}{2e} \right) \cdots \left( 1 + \frac{|k|}{(r - 1)e} \right) |z|^r \leq \]

\[ \leq \sum_{r = H + 1}^{\infty} \left( 1 + \frac{|k|}{e} \right)^r |z|^r \leq \sum_{r = H + 1}^{\infty} (H + 1)^r |z|^r \leq \frac{(H + 1)^{H + 1} |z|^{H + 1}}{1 - (H + 1) |z|} \leq \]

\[ \leq 2 (H + 1)^{H + 1} |z|^{H + 1}, \]

if \( H > -w \) (which implies \( |k| \leq H \)) and if

\[ |z| \leq \frac{g}{|\lambda_1|} n^a \tilde{c}^a \leq \frac{1}{2 (H + 1)} \leq \frac{1}{2}, \]

which is possible if

\[ n > C_3 := \]

\[ = \max \left\{ 2 \frac{\log \frac{2(H + 1)g}{|\lambda_1|}}{\log \tilde{c}}, 2 \max \left\{ \frac{a}{\log \frac{1}{c}}, \frac{a}{\log \frac{1}{c}}, 15 \right\}, \right. \]

\[ \left. \frac{e \log 2 \Lambda - \log \frac{|\lambda_1|}{2}}{\log |\alpha_1|} \right\}, \]
to estimate the tail of the above series. Observe that we have used a Lemma of Pethő and de Weger (cf. [18], [27, Appendix]) to obtain the first part of the above lower bound.

For later purposes we need an estimate of \(|x_n|\). For \(n\) larger than the constant \(C_3\) we obtain in the same fashion as above

\[
|x_n| = \left| \sum_{k=w}^{\infty} \beta_k G_n^{-\frac{k}{w}} \right| \leq 2\Lambda^{-w+1} \frac{|\lambda_1| \cdot |\alpha_1|}{\hat{g}}
\]

where \(\hat{g} := \max\{1, |\lambda_1|, g\}\).

We choose \(H\) so that

\[
\varepsilon^{H+1} |\alpha_1|^{-\frac{w}{e} + \frac{|v|}{e}} < 1.
\]

To get this, we must have

\[
H > \max \left\{ 1, \frac{2|v| \log |\alpha_1|}{e \log \frac{1}{\varepsilon}} - 1, -w \right\}.
\]

Observe that from now on \(H\) is fixed and therefore also \(h, \tau_i(n), \gamma_i, i = 1, \ldots, h\) are fixed. Also, we choose a finite set \(S\) so that it contains all infinite absolute values of \(K\). Moreover we require that all the \(\alpha_j, \lambda_1\) and all coefficients of the \(P_j(n)\), all the nonzero coefficients of \(f(z, x)\) are \(S\)-units, which means that the \(| \cdot |_v\) of those values is \(1\) for each \(v \in S\). In particular, with this choice all \(\gamma_j\) are \(S\)-units. Also, the \(G_n\) are \(S\)-integers, that is \(|G_n|_v \leq 1\) for each \(v \notin S\), and \(f(z, x)\) is monic in \(x\); therefore, the \(x_n\) too are \(S\)-integers, in view of the equations \(f(G_n, x_n) = 0\). We denote by \(s\) the cardinality of \(S\). Clearly, it is possible to choose \(s \geq h\).

Let us introduce a notation: for \(a \in K\) we write

\[
\overline{h}_S(a) = \max\{|a|_v | v \in S\},
\]

for the \(S\)-height of \(a\). Observe that we have

\[
\overline{h}_S(a) \leq \prod_{v\in M_K} \max\{1, |a|_v\} \leq \mathcal{H}(1, a).
\]

For a polynomial \(p\) with coefficients in \(K\), \(\overline{h}_S(p)\) denotes the maximum of the \(S\)-heights of the coefficients. In the same fashion, we define \(\overline{h}_S(p_1, \ldots, p_h)\).

We shall apply Theorem 2, so let us define, for every \(v \in S\), \(h + 1\) independent linear forms in \(X := (X_0, \ldots, X_h)\) as follows: put

\[
L_{0,0}(X) = X_0 + X_1 + \cdots + X_h
\]

and for \(v \in S, 0 \leq i \leq h, (i, v) \neq (0, \infty)\) put

\[
L_{i, v}(X) = X_i.
\]
Here $\infty$ denotes the infinite absolute value, which coincides with the complex absolute value in the embedding of $K$ in $\mathbb{C}$. We have
\[
\mathcal{H}(L_{i,v}) \leq \sqrt{h+1}
\]
for $v \in S, i = 0, \ldots, h$. Furthermore $K(L_{i,v}) = K$ and therefore
\[
[K(L_{i,v}) : K] = 1 \quad \forall v \in S, i = 0, \ldots, h.
\]
Moreover, we have
\[
\det(L_{0,v}, \ldots, L_{h,v}) = \begin{vmatrix} 1 & 0 & 0 & \cdots & 0 \\ 1 & 1 & 0 & \cdots & 0 \\ 1 & 0 & 1 & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 1 & 0 & 0 & \cdots & 1 \end{vmatrix} = 1,
\]
which yields
\[
|\det(L_{0,v}, \ldots, L_{h,v})|_v = 1 \quad \forall v \in S.
\]

For $n \in \mathcal{P}$ define the vectors $x_n = (-x_n, \tau_1(n)\gamma_1^n, \ldots, \tau_h(n)\gamma_h^n) \in K^{h+1}$ and consider the double product
\[
\prod_{v \in S} \prod_{i=0}^h |L_{i,v}(x_n)|_v.\]

By putting
\[
\sigma = -x_n + \tau_1(n)\gamma_1^n + \cdots + \tau_h(n)\gamma_h^n = L_{0,\infty}(x_n),
\]
we can rewrite the double product as
\[
|\sigma|_\infty \cdot \left( \prod_{v \in S\setminus\{\infty}\} |x_n|_v \right) \left( \prod_{v \in S} \prod_{i=1}^h |\tau_i(n)\gamma_i^n|_v \right) \left( \prod_{v \in S} |x_n|_v \right)^{-(h+1)}.
\]

Observe that $x_n$ is an $S$-integer and that, due to our choice of $S$, the $\gamma_i^n$ are $S$-units for $i \geq 1$. In particular, this implies
\[
\left( \prod_{v \in S} \prod_{i=1}^h |\tau_i(n)\gamma_i^n|_v \right) = \prod_{v \in S} \prod_{i=1}^h |\tau_i(n)|_v \leq (aH + 1)^h \mathcal{N}_S^{\infty}(\tau_1, \ldots, \tau_h)n^{aHh_S}
\]
and
\[
\left( \prod_{v \in S\setminus\{\infty}\} |x_n|_v \right) = \prod_{v \notin S} |x_n|_v \cdot |x_n|_\infty \leq |x_n|,\]
where we have used the product formula (15) and (25). We want to remark that the $\tau_i(n)$ have degree at most $aH$. Therefore we get using the bound
for the approximation error, (27) and (28)
\[
\prod_{i=0}^{\ell} h \prod_{i=0}^{h} \left| \frac{L_{v,s}(x_n)|_v}{|x_n|_v} \right| \leq C_5 n C_6 C_7 h^h (H + 1) \left( \prod_{i=0}^{h} \frac{|x_n|_v}{|x_n|_v} \right)^{-h+1},
\]
where
\[
C_5 := 4A^{h+2} (aH + 1)^h (H + 1) g^{H+1} h^h (\tau_1, \ldots, \tau_h),
\]
\[
C_6 := a(H + Hh + 1),
\]
\[
C_7 := |0|_{\epsilon} \frac{\delta}{C_4}_{\epsilon},
\]
respectively.

Last we need an upper bound for \( \mathcal{H}(x_n) \). We have
\[
\mathcal{H}(x_n) \leq \prod_{v \in S} \frac{|x_n|_v}{\sqrt{h+1} \max \{ |x_n|_v, |\tau_{1,v}(n)\gamma^n|_v, \ldots, |\tau_{h,v}(n)\gamma^n|_v \}},
\]
where we have used again our choice of \( S \) and the fact that the two norms on \( K^{h+1} \) are equivalent. We need an estimate for \( |x_n|_v \) and we derive it from the equation \( f(G_n, x_n) = 0 \). Observe that we trivially have an estimate
\[
|G_n|_v \leq \bar{\mathcal{T}_n}(\lambda_1, P_2, \ldots, P_l)n^{\bar{\mathcal{T}_n}(\alpha_1, \ldots, \alpha_l)} n.
\]
On the other hand, we can estimate the absolute value of the roots of an equation in terms of the absolute value of the coefficients. We finally obtain
\[
|x_n|_v \leq N^2 \bar{\mathcal{T}_n}(f) t^N \bar{\mathcal{T}_n}(\lambda_1, P_2, \ldots, P_l)^N n^{\bar{\mathcal{T}_n}(\alpha_1, \ldots, \alpha_l)} n^{\mathcal{N}},
\]
where \( N \) denotes the total degree of \( f(z, x) \). Moreover we have
\[
|\tau_{i,v}(n)\gamma^n|_v \leq (aH + 1) \bar{\mathcal{T}_n}(\tau_1, \ldots, \tau_h)n^{aH+1} \bar{\mathcal{T}_n}(\gamma_1, \ldots, \gamma_h) n,
\]
for all \( i = 1, \ldots, h \). Consequently we get
\[
\mathcal{H}(x_n) \leq C_8 n C_9 C_10 n,
\]
where \( s \) denotes the cardinality of \( S \). Let us point out that the constants
\[
C_8 := \sqrt{h+1} \max \{ N^2 \bar{\mathcal{T}_n}(f)t^N \bar{\mathcal{T}_n}(\lambda_1, P_2, \ldots, P_l)^N, \}
\]
\[
(aH + 1) \bar{\mathcal{T}_n}(\tau_1, \ldots, \tau_h) \} \gamma^n,
\]
\[
C_9 := \max \{ aN, aH + 1 \} n,
\]
\[
C_{10} := \max \{ \bar{\mathcal{T}_n}(\alpha_1, \ldots, \alpha_l), \bar{\mathcal{T}_n}(\gamma_1, \ldots, \gamma_h) \},
\]
do not depend on \( n \).

We now choose \( 0 < \delta < 1 \) so that
\[
c^{H+1} C_7 C_{10}^\delta < 1.
\]
This will be possible for small \( \delta \) in view of (26), namely for
\[
\delta < \frac{\log \left( c^{H+1} C_7 \right)^{-1}}{\log C_{10}}.
\]
In view of the bound for the double product we derived and (29), the verification of (16) of the Quantitative Subspace Theorem 2 will follow from

\[ C_{5n} C_0 \left( \hat{c}^{H+1} C_7 \right)^n < \left( C_{8n} C_9 C_{10}^n \right)^{-\delta}, \]

which is the same as

\[ n^{C_5+\delta C_9} \left( \hat{c}^{H+1} C_7 C_{10}^\delta \right)^n < \left( C_3 C_8^\delta \right)^{-1}. \]

However, this latter inequality follows from (30) for

\[ n \geq C_{11} := 2 \frac{\log \left( C_5 C_8^\delta \right) + \left( C_6 + \delta C_9 \right) \left( \log \left( C_6 + \delta C_9 \right) + \log \left( \hat{c}^{H+1} C_7 C_{10}^\delta \right) \right)}{\log \left( \hat{c}^{H+1} C_7 C_{10}^\delta \right)^{-1}}, \]

(for \( a = 0 \) the formula is true with \( \log(0) = 0 \) which follows again by a Lemma of Pethő and de Weger (cf. [18],[27, Appendix]).

Therefore, by the Quantitative Subspace Theorem 2, there exist finitely many non-zero linear forms \( \Lambda_1(X), \ldots, \Lambda_q(X) \) with coefficients in \( \overline{K} \) and with

\[ g \leq C_{12} := (2^{60(h+1)^2} \cdot \delta^{-\gamma(h+1)})^3(3 + \log \log 2 \sqrt{h+1}), \]

such that each vector \( x_n \) is a zero of some \( \Lambda_j \).

Suppose first \( \Lambda_j \) does not depend on \( X_0 \). Then, if \( \Lambda_j(x_n) = 0 \), we have a nontrivial relation

\[ \sum_{i=1}^{h} u_i \overline{r}_i(n) \gamma_i^n = 0, \quad u_i \in \overline{K}, i = 1, \ldots, h. \]

By Theorem 3 this can hold for at most a finite number of \( n \). More precisely, we can conclude that the number of these solutions can be bounded by a constant

\[ C_{13} := A(h, aH) = e^{(\gamma h a^H + \delta h + H)}, \]

since the \( \gamma_i \) are nondegenerate.

Suppose that \( \Lambda_j \) depends on \( X_0 \) and that \( \Lambda_j(x_n) = 0 \). Then we have

\[ x_n = \sum_{i=1}^{h} v_i \overline{r}_i(n) \gamma_i^n, \quad v_i \in \overline{K}, i = 1, \ldots, h. \]

Substituting this into \( f(z, x) = 0 \) we get

\[ f \left( G_n, \sum_{i=1}^{h} v_i \overline{r}_i(n) \gamma_i^n \right) = 0. \]

Equation (32) cannot hold identically because of the assumption of the Theorem. Moreover, the series staying on the left hand side of (32) is a nondegenerate linear recurring sequence. Hence,

\[ |\{n | n satisfies (32)\}| < C_{14} := A(C_{15}, C_{16}), \]
where

\[ C_{15} := \left( \frac{t + N}{N} \right) \cdot \left( \frac{h + N}{N} \right) \quad \text{and} \quad C_{16} := a(H + 1)N \]

also in this case, because the left hand side of (32) defines a nondegenerate linear recurring sequence and the conclusion follows again by Theorem 3. Observe that from the assumption that the \( \alpha_1, \ldots, \alpha_l \) generate a torsion-free group, we conclude the nondegeneracy.

Then the number of solutions of (5) can be bounded by

\[ C_2 + \sum_{i=1}^{r} \sum_{j=0}^{e_i-1} [C_{12}(C_{13} + C_{14}) + \max\{C_3, C_{11}\}], \]

where the constants in the sum clearly can depend on \( i, j \). This completes the proof. \( \square \)

5. Proof of the Corollaries

Proof of Corollary 2.

This follows readily from Theorem 1 in form of Corollary 1 and a result, mentioned in the introduction, which is due to Shorey and Stewart [25, Theorem 3], Let us remark that by Eisenstein’s criterion for absolutely irreducibility the polynomials \( f(z, x) = x^q - z \) are absolutely irreducible for all \( q \). Moreover, observe that \( G_n - \lambda \alpha_1^n \neq 0 \), because of our assumption \( t \geq 2 \). \( \square \)

Proof of Corollary 3.

Let \( d \) be the degree of \( \alpha_1 \) over \( \mathbb{Q} \). Using a result of Shorey and Stewart [25, Corollary 1], also mentioned in the introduction, we can conclude that the number of solutions \( n, x \) and \( q \) with \( n \geq 0, |x| > 1 \), and

\[ q > \max \left( \frac{d \log |\alpha_1|}{\log(|\alpha_1|/\max(1, |\alpha_2|))}, d + r \right) \]

of the equation

\[ G_n = x^q + T(x) \]

is finite. It remains to show that the number of solutions \( n, x \) and \( q \) with \( n \geq 0, |x| > 1 \) and

\[ 1 \leq q \leq \max \left( \frac{d \log |\alpha_1|}{\log(|\alpha_1|/\max(1, |\alpha_2|))}, d + r \right) \]

is also finite. But this follows now from our Theorem 1. Observe that only for the solutions with small \( q \), an upper bound for the number of solutions can be given. \( \square \)
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